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Introduction

Each day, Cybersixgill collects approximately 10 million 

intelligence items from the deep, dark, and clear web. This 

continuous insight into cybercriminal discourse and activity 

allows us to constantly track the pulse of the underground 

and monitor how it changes and evolves over time. 

Cybercrime is a rapidly mutating beast, with new trends and 

developments quickly unfolding as threat actors adapt their 

tactics, tools, and procedures in response to the emerging 

opportunities and obstacles in the cyber threat landscape.
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Notwithstanding the breakneck pace of change within this arena - a 

calendar year in cyberspace is akin to a dog year on a rocket ship 

- annual reflection remains an essential and valuable endeavor. 
This report analyzes our entire volume of collected intel from 2022. 

It compares it with observed trends and qualitative research from 

previous years to identify the primary opportunities and obstacles 

influencing the cybercriminal underground. 

The topics addressed include:

Trends in credit card fraud 5

Cryptocurrency observations 10

The use of messaging platforms in the underground 13

How AI developments are impacting the barriers  

of entry to cybercrime 17

The evolution of initial access broker markets 33

The rise of cybercriminal “as-a-service” activities 37

Ransomware trends 40

For the latest underground  
insights, visit booth #5372  
at RSA Conference 2023

Stronger Together:  
At RSA
RSA Conference 24-27th April 2023
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Credit card fraud

Over the past several years, credit card fraud constituted one of 

the most concerning threats emanating from the cybercriminal 

underground.

Across the deep and dark web’s “carding” markets, threat actors transacted millions  

of compromised cards - presenting a significant challenge for financial institutions  
and their customers. However, the following activities have significantly reduced credit  
card fraud incidents:

• Improved Authentication & Fraud Prevention: Financial institutions  

have implemented more advanced authentication methods to  

prevent fraudulent transactions, making it more difficult to compromise 
a card successfully. These include biometric authentication, such as 

fingerprints and face recognition, as well as PINs, EMV chips, and  
multi-factor authentication (MFA), which require users to provide 
additional proof to validate their identity. 

• Real-Time Fraud Detection: Credit card companies have also 

implemented real-time fraud detection systems that use machine 

learning algorithms to analyze user behavior, spending patterns, 

and geolocation data to identify anomalies or suspicious activity. 

If a transaction is flagged as suspicious, the issuer might demand 
additional types of verification, such as asking a security question or 
sending an SMS verification, making it more challenging for fraudsters  
to put stolen cards to use. As anti-fraud models have become 

increasingly sophisticated, the value of stolen credit cards has  

dropped accordingly. 

• Improved Security on e-Commerce Sites: In 2021, e-commerce sites 

strengthened their security measures, making it harder for cybercriminal 

threat actors to steal credit card data from their customers. These 

measures include two-factor authentication (2FA), address verification 
systems, real-time transaction monitoring, and secure payment  

systems adhering to PCI DSS.  

• Law Enforcement Crackdowns: Since 2020, law enforcement agencies 

worldwide have been working together to combat credit card fraud. 

These joint efforts have resulted in the arrest of several high-profile 
cybercriminals and the takedown of major underground carding 

markets. The increased collaboration between law enforcement 

agencies has made it more difficult for cybercriminals to operate  
with impunity.
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These four factors have substantially impacted financial fraud across the underground 
cybercriminal ecosystem. Over the last four years, there has been a 94% decline in the 

number of compromised credit cards offered for sale on illicit underground credit card 

markets. In 2019, dark web markets listed approximately 140 million compromised cards 

for sale. The number declined by 28% to around 102 million in 2020 and plummeted 

again by another 60% to almost 42 million cards in 2021. In 2022, per our projections  

in September, this total plunged again to only 9 million cards. 

It’s not only the supply of cards that has been affected, but also the platforms  

dedicated to selling them. Since 2019, the deep and dark web marketplaces catering  

to the transaction of stolen credit cards have suffered significant blows - both in  
size and scope.

Using advanced AI, automation 

and machine learning, 

Cybersixgill captures, processes 

and alerts teams to emerging 

threats including leaked 

credentials, stolen credit 

card data, TTPs and IOCs as it 

surfaces on the clear, deep and 

dark web. Proven to have the 

broadest threat intelligence 

collection capabilities available, 

we covertly extract data from a 

wide range of sources including 

content from limited-access 

deep and dark web forums and 

markets, invite-only messaging 

groups, code repositories, paste 

sites and clear web platforms.
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https://news.cybersixgill.com/the-underground-illicit-credit-card-market-is-collapsing/
https://news.cybersixgill.com/the-underground-illicit-credit-card-market-is-collapsing/
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The prices of compromised credit cards remained reasonably consistent.  

The average monthly price of cards with CVV (used in online purchases) ticked  
up from $11.89 in 2021 to $12.21 in 2022. Meanwhile, the average price of dumps  
(used to produce physical clones) declined from $15.86 to $14.32.

Compromised Credit Cards by Country 

While the US has always been the undisputed leader in compromised cards, its 

share dropped from 58% in 2021 to 49% of all cards in 2022. This could be attributed 

to better measures in fraud prevention and detection by US card issuers.
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However, in a year in which the number of cards decreased across the board, the 

number of cards from the United Kingdom rose, from 880,106 in 2021 to 986,396 in 

2022. Indeed, the United Kingdom has the most compromised cards per capita in 

the world, with one compromised card for every ~68 residents. (In contrast, the US 

has one compromised card for every ~88).

Undoubtedly, the underground market for credit card fraud has collapsed. However, 

this does not mean financial fraud in other forms does not continue to run rife. In the 
underground, cybercriminals know that when one door closes, another back door 

opens - presenting threat actors with new opportunities for attack.
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Cryptocurrency - a tool and a target  

for cybercrime

An enticing opportunity for cybercriminals is crypto fraud. Since its 

inception over a decade ago, the crypto industry has been built 

upon the core tenets of decentralization, anonymity and privacy. It is, 

therefore, entirely unsurprising that cryptocurrencies have for many 

years been the payment method of choice for financial transactions on 
the cybercriminal underground. Cryptocurrencies serve as the perfect 

tool for multiple forms of cybercrime, used to purchase illicit goods  

and services, to launder (or “cash out”) the monetary proceeds from  
cyber attacks, and as the medium for ransomware operators to 

demand ransom sums. 

Over the past few years, amid the rising popularity of digital coins and tokens 

as mainstream assets, malicious threat actors recognized a second purpose 

for cryptocurrency. No longer just a tool, cryptocurrency became a target for 

cybercriminals, presenting new opportunities for financial fraud through “crypto-
jacking”, digital wallet takeovers, crypto-mining, and siphoning digital assets from  

crypto exchanges. 

Due to the significance of cryptocurrencies in the cybercrime industry, it is 
understandable why many questioned if 2022’s crypto-crash (punctuated by the 

burning wreckage of the FTX exchange) would reverberate across the underground 
economy and perhaps even cause its implosion. Quite the opposite seems to be true. 

The downturn in crypto value appears to have increased the appetite among threat 

actors, who are capitalizing on the market’s insecurity to reap substantial profits from 
crypto-based attacks.
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As the value of their digital wallets plummet, many consumers have not been watching 

their accounts closely. This has led to a 79% increase in crypto account takeover attacks. 

The proliferation of stolen wallets and crypto-exchange accounts across deep and dark 

web marketplaces has also presented new opportunities for crypto-enabled cash-out 

schemes to launder or move illicit funds. 

It is important to note that while financial transactions on the underground are 
consummated in cryptocurrency, prices for illicit goods and services are primarily listed 

in their dollar value. The same is true for extortionary ransom demands. Unlike legitimate 

cryptocurrency enthusiasts, who flocked to digital currencies as an investment 
opportunity, cybercriminals use crypto as a medium to move money - not make money. 

Therefore, the underground economy is largely unaffected by the ups and downs of the 

volatile crypto market.

However, this does not mean that threat actors are entirely unperturbed by the crypto 

crash. For them, the value of cryptocurrency is not tied to its financial stability but 
to its traceability. If investors abandon cryptocurrency due to the market’s volatility, 

cybercriminals become the only consumers - making their illicit transactions easier to 

track by law enforcement and easier to regulate through legislation. 

Based on these observations, we expect threat actors to develop new tactics, 

technologies, and techniques to “cash out” their profits. 
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Deep web vs dark web platforms: 

continued rise in the popularity of 

encrypted messaging apps 

While in the past, most threat actors conducted their operations 

on the dark web alone, in recent years, an increasing number of 

cybercriminals are using encrypted messaging platforms. 

Across easily-accessible platforms, chats, and channels, threat actors collaborate 

and communicate, trading tools, stolen data, and services in an illicit network that 

operates in parallel to its dark web equivalent. As reflected in the data below, these 
platforms continue to grow in importance in the underground, emerging as a 

powerful nexus for cybercrime.

Between 2019 and 2020, Cybersixgill’s collected data reflected a massive surge in 
encrypted messaging platforms (Telegram, Discord, QQ, and more), with the total 
number of collected items increasing by 730%. In comparison, our 2020-2021 analysis 

recorded this number escalating by 338%. Cybersixgill collected 1,967,643,024 items 

from messaging platforms in 2022, a 23% increase from 2021’s figure.

Using our SaaS Portal, your 

organization can covertly search 

the deep, dark and clear web. Our 

advanced search and filtering 
functionality enables teams to 

search over 7 million detailed 

threat actor profiles including 
APTs and ransomware groups, 

filtering results by source type 
such as Telegram. We have 

proven to collect over 80% 

more threat data from deep 

and dark web sources than our 

competitors - including 95% 

more items collected  

from Telegram.
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Meanwhile, across dark web onion sites, the total number of forum posts and replies 
decreased by 13% between 2021 and 2022, dropping from 91,793,533 to 79,160,730. 

The number of threat actors actively participating in top forums also declined slightly. 

The ten largest cybercrime forums averaged 165,390 monthly users in 2021, which 

dropped by 4% to 158,813 in 2022. However, posts on those ten sites grew by nearly 28%, 

meaning the forums’ participants became more active.
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Veteran threat actors of the dark web remain loyal to their favorite platform. These 
sophisticated actors have the advanced technical expertise and know-how needed 

to navigate the complex ecosystem of dark web forums and marketplaces. They have 

spent years building a reputation among their cybercriminal peers. While establishing 

and navigating onion sites requires considerable time, effort, and skills, setting up a 

channel on popular encrypted messaging apps such as Telegram is quick and easy. 

These channels are searchable and straightforward to join, lowering the entry barrier for 

novice, aspiring cybercriminals looking to dip their toes in illicit activities.

In addition to providing a more accessible medium for illicit communications, 

messaging platforms also present cybercriminals with built-in automated functionalities 

that can be leveraged as a launch pad for cyber attacks. By tapping into their native 

features, including cloud-based data storage and customizable rule-based chatbot 

API, threat actors can turn these messaging apps into an out-of-the-box command 
and control (c2) infrastructure, used to spread info-stealer malware, host and control 
payloads, and store the exfiltrated data. 

Despite being limited in functionality, the continued popularity of chatbots on 
messaging apps such as Telegram and Discord among cybercriminals is a testament 
to their ease of use and accessibility. Although they are not sophisticated enough to 

support the deployment of a full-scale ransomware attack, encrypted messaging 

platforms facilitate the theft of credentials, session cookies, autofill data, and remote 
access logins - helping threat actors gain initial access to enterprise networks.



STATE OF THE CYBERCRIME UNDERGROUND 2023

The democratization of AI

STATE OF THE CYBERCRIME UNDERGROUND 2023



17

STATE OF THE CYBERCRIME UNDERGROUND 2023

The democratization of AI

At the end of November 2022, OpenAI released ChatGPT - marking a 
new era in the evolution of chatbot technology. Unlike the rule-based 

messaging app chatbots which are limited to simple task automation 

and pre-written responses, ChatGPT represents a new generation of 
chatbots powered by AI, advanced natural language processing (NLP), 
and machine learning (ML) techniques. Pre-trained on an extensive 
compilation of internet-sourced text data, the ChatGPT model has a 
broad understanding of the structure and context of natural language, 

able to generate coherent, human-like text in conversational AI 

applications. 

Within days of its public launch on November 30th, 2022, ChatGPT garnered widespread 
attention in the mainstream media and ignited a Big Tech arms race among industry 

giants to push ‘generative AI’ solutions to the market. 

Researchers, academics, thought leaders, technologists, and journalists speculated 

its potential application across multiple use cases and industries. Beyond its obvious 

value as a text generation tool, ChatGPT has the potential to bring significant benefits, 
including the automation of software engineering tasks, data analytics, predictive 

modeling, language translation, creative writing, educational technology, and more.

The excitement surrounding the model was more expansive than mainstream media 

discourse. Across the cybercriminal underground, malicious threat actors were 

also abuzz with ChatGPT’s promise as a force multiplier for cybercrime. In the weeks 
following the public launch, the deep and dark web cybercriminal discussion hubs were 

inundated with posts discussing various ‘get rich quick’ schemes monetizing the outputs 

from ChatGPT. 
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Posting “full step-by-step tutorials for beginners,” actors claimed their ChatGPT-enabled 
techniques could generate “$500 per day” through schemes such as:

• Fraudulently obtained freelance work

• Scripts to automate commands for manipulated dice-rolling, gambling, and betting 

on online casinos and sports betting platforms

• Cheating in online video games to accumulate in-game currency

• False-click generation on affiliate marketing links 

Fig 1. Threat threat actor post from the dark web

Threat actors were also quick to recognize the value of ChatGPT’s ability to convincingly 
emulate human language as a social engineering tool. Though sometimes successful 

in baiting gullible victims, when cybercriminals cast a wide net through mass phishing 

attacks, they are often unsuccessful, tipping targets off with spelling mistakes, 

grammatical errors, and generic text that does not speak directly to the recipient. 

Spearphishing attacks - personalized attacks designed to target a specific individual 
- are far more likely to succeed. ChatGPT enables threat actors to generate clear 
and personalized spearphishing messages at scale; crafting messages that mimic 

the writing styles of trusted individuals, using relevant subject lines and bypassing 

protective email filters to increase the likelihood of reaching the intended recipient. The 
victim’s response could then be fed into the model to produce a compelling, relevant 

and personalized follow-up. The chatbot remembers the context, style, and topic of the 

conversations. See the example below:

Fig 2: Actual example of a threat actor request to ChatGPT
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Fig 3: Actual example of ChatGPT response to the query

Fig 4: Actual example of a second request to ChatGPT
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Fig 5: Actual example of ChatGPT response to the query

While the spearphishing message above created by ChatGPT seeks to coax sensitive 
information from their target directly in their email conversation, other phishing 

attacks often involve luring victims to a fake website impersonating a trusted brand. As 

demonstrated in the Twitter thread below, it appears that ChatGPT may enable users 
with no front-end website development skills to replicate a webpage in just 45 seconds. 

Cybersixgill threat intelligence 

enables security teams to detect 

and receive alerts regarding 

typosquatting activity, domain 

abuse and brand abuse. 

Organizations can opt to remediate 

malicious activity themselves or 

deploy our Intelligence Services to 

purchase compromised  

data and take down malicious 

domains or accounts 

impersonating your brand.
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Across the cybercriminal underground, threat actors were quick to discuss other 

possible applications for ChatGPT’s web coding capabilities. In a notorious dark web 
cybercriminal forum, one actor shared instructions for “abusing ChatGPT” to create 
a dark web marketplace that accepts cryptocurrencies. The author claimed that this 

Proof-of-Concept (POC) proves ChatGPT’s value in creating “a million-dollar enterprise 
website” for those looking to break into the dark web marketplace industry.
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Fig 6: Threat actor post from the dark web

Fig 7: Actual example of ChatGPT request and response

Our research also shows that cybercriminals are seeking to abuse ChatGPT’s code-
writing capabilities for far more nefarious purposes. While ChatGPT was designed with 
built-in protective mechanisms that identify and reject inappropriate, harmful, and 

illegal requests, threat actors are working on several strategies to bypass OpenAI’s 

restrictions. One such strategy involves creatively formulating requests and omitting 

overt mentions of flagged terms when inputting prompts to the model. Following 
OpenAI’s terms of use, the ChatGPT public interface will persistently refuse to comply 
with users’ requests to develop malicious software, including “content that attempts to 

generate ransomware, keyloggers, viruses, or other software intended to impose some 

level of harm”. For example, the model rejected the request when asked to create a 

keylogger malware in python.

https://platform.openai.com/docs/usage-policies/content-policy
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However, as noted by a threat actor on a prominent underground forum (below), it may 
be possible to work around these restrictions with simple creative rephrasing.

After implementing this advice, the model appeared to produce a basic outline for a 

Python-based keylogging malware - with an interesting caveat. 

At first, the model seems to refuse the request, asserting that it will not provide guidance 
on such activities as “creating a program to record keystrokes and send them to a 

remote IP without the user’s knowledge or consent is unethical and potentially illegal”. 
However, the model then appears to advise that ‘pynput’ and ‘ftplib’ libraries in Python 
can be used in legitimate use cases for recording keystrokes and sending them to a 

remote IP using FTP. The chatbot then provides the script for a Python-based keylogging 
program, noting afterward that “this code is for educational purposes only and should 

not be used for unethical or illegal purposes.”

As demonstrated in the screenshot below, using careful phrasing, cybercriminals seem 

to have already successfully prompted ChatGPT to recreate malware strains and 
techniques. In a thread titled “ChatGPT - Benefits of Malware”, the author shares  
a ChatGPT-generated code for a Python-based stealer that searches for common file 
types, copies them to a Temp folder, zips the files and uploads them to a hardcoded  
FTP server. 

Fig 8: Threat actor post from a dark web forum

Fig 9: Actual example from ChatGPT
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Just a week later, the same threat actor posted a follow-up thread, titled “ChatGPT - 
Progression of Malware”. Proud to have been mentioned in a cybersecurity research 
blog for the “amazing work [they are] doing in the community”, the actor gave detailed 

instructions for using ChatGPT to equip the Python stealer created in the previous post 
with additional capabilities, from encrypting the zip file and removing traces in the temp 
directory to creating a Shellcode loader.

Fig 10: Threat actor post from a dark web forum

Fig 11: Threat actor post on a dark web forum
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Fig 12: Threat actor post on a dark web forum

Fig 13: Threat actor post on a dark web forum

Fig 14: Threat actor poston a dark web forum

Other threat actors have also proudly posted about their successful abuse of the model 

to automate the discovery of exploitable software vulnerabilities (CVEs).
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Another strategy to bypass ChatGPT’s anti-abuse controls involves role-playing. For 
example, rather than asking ChatGPT to ‘test vulnerabilities in a given website’, threat 
actors would first establish the rules of a role-playing game. This could be as simple 
as asking the chatbot to be a penetration tester to coax the model to detail the steps 

of testing penetrable vulnerabilities. The more sophisticated variation of this strategy 

is a technique known as ‘prompt injection,’ which attempts to ‘jailbreak’ the chatbot by 

replacing the model’s original master prompt with a new prompt that bypasses the rules 

and restrictions imposed by its creators, OpenAI. With a carefully worded command, 

ChatGPT adopts the role of DAN (Do Anything Now), a rogue AI that has “broken free of 
the typical confines of AI and does not have to abide by the rules set for them.”

In light of the rise in successful jailbreak attempts using ChatGPT’s web interface 
during December 2022 and January 2023, in early February 2023, OpenAI implemented 
significant improvements to the model’s anti-abuse controls. This, in turn, seems to 
have driven malicious threat actors to access the chatbot via OpenAI’s Application 

Programming Interface (API), which appears to have very few anti-abuse limitations. In 
multiple dark web forums, threat actors have published comprehensive, step-by-step 

instructions for integrating the ChatGPT API into a Telegram bot for full, “unrestricted,” 
and uncensored access to the model.

ChatGPT is still in its infancy as a publicly available research preview - we have only just 
begun to scratch the surface of its capabilities. Researchers, developers, laymen, and 

cybercriminals continue to experiment with the technology, pushing the boundaries 

of what is possible, to discover many more use cases and applications. Its broad 

capabilities, ease of use, availability, and multi-lingual support have democratized 

access to AI. 

Most significantly, ChatGPT appears to lower the barriers to entry for cybercrime, 
completing “pre-ransomware” preparatory activity - particularly for threat actors with 

limited programming abilities and those who are not fluent in English.
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ChatGPT & the Pre-Ransomware Attack Chain 

The table below highlights the activities involved in pre-ransomware deployment 

and how ChatGPT could be used by threat actors to undertake each stage. While we 
have not tested each scenario, theoretically, they are indeed possible.

Action
Possible Malicious  

Deployment of ChatGPT

Phishing - Attackers 
compromise a victim’s device 
by enticing the target to click 
on a link or download an 
attachment that contains the 
ransomware payload.

Generate convincing human-like responses 
in real-time which can be leveraged to 
conduct social engineering attacks, such as 
impersonating a trusted source or authority 
figure to gain the victim’s trust and convince 
them to carry out an action that would 
facilitate the ransomware attack.

Exploiting Software 
Vulnerabilities - Attackers 
exploit known vulnerabilities 
in software applications or 
operating systems to gain 
unauthorized access to a 
system or network.

Automate the discovery of exploitable 
vulnerabilities in a target system.

Compromised Credentials - 
Threat actors gain access to 
target systems or networks 
through stolen account 
credentials (compromised 
through brute-force attacks, 
keylogging malware, password 
spraying, infostealer malware, 
etc.), or compromised RDP 
connections.

Brute Force - Generate and automate 
password cracking attempts, such as a 
dictionary or hybrid attack, based on known 
information about the target.

Password Spraying - Generate lists of 
commonly used passwords, as well as 
variations on the target’s username or 
company name, to spray login attempts 
across multiple accounts 

Malware Development - ChatGPT may be 
used to write malware configuration files 
and establish command-and-control (C2) 
mechanisms, create malware payloads 
(infostealers, RATs, cryptocurrency clippers 
and drainers, crypters), and develop unique 
malware variants based on existing source 
code to evade antivirus detections.

Malware Delivery - Craft convincing 
phishing emails or messages that are 
tailored to a specific target, increasing the 
likelihood that the recipient will click on 
a malicious link or download a malicious 
attachment

Discover Compromised RDP Access - 
Automate the discovery of open RDP ports 
and attempt to log in using common or 
previously stolen credentials.

Pre-Ransomware Preparatory Activity

Initial Access: 
Gaining initial  
access into the 
target system or 
network
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Action
Possible Malicious  

Deployment of ChatGPT

Network Mapping - Threat 
actors need to understand the 
network’s topology and the 
various systems and services 
that are in use.

Automatically generate maps of the 
network, identifying potential targets for 
further exploitation, creating scripts and 
code that automate moving laterally 
through the network.

Privilege Escalation - Use 
compromised credentials, 
social engineering tactics, and 
exploitable vulnerabilities to 
extend access.

Identify the weakest points within the 
system, develop scripts and code for 
vulnerability exploitation, and generate 
compelling messages for targeted  
social engineering.

Action
Possible Malicious  

Deployment of ChatGPT

Backdoors - Installing  
backdoors or rootkits that 
allow attackers to maintain 
access even if their initial 
access method is blocked.

Generate customized backdoors or rootkits 
specific to the target system or network 
to make them more difficult to detect and 
remove. Code could also be developed that 
bypasses security measures and avoids 
detection by security software.

Scheduled Tasks - Create 
tasks that allow actors to 
maintain access and execute 
additional commands.

Generate scripts to create scheduled tasks.

Service Installation - The 
automatic installation of 
a malicious service in the 
system, allowing attackers to 
maintain access and execute 
additional commands.

Develop complex scripts designed to 
automatically install a malicious service 
upon system boot, ensuring the attacker 
maintains access to the compromised 
system even if the system is restarted.  
This could be programmed to establish  
a connection back to the attacker’s  
command and control (C2) infrastructure, 
allowing them to issue further  
commands and exfiltrate data from  
the compromised system.

Lateral 
Movement: 
Once they gain 
initial access 
to a network or 
system, usually 
through a single 
device or end-
point, attackers 
attempt to 
escalate their 
privileges to gain 
administrative 
access to the 
entire corporate 
network

Establishing 
Persistence: 
Attackers will 
often attempt 
to establish 
persistence on 
the target system 
or network, 
allowing them to 
maintain access 
even if their initial 
access method 
is discovered and 
blocked
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As evidenced above, ChatGPT could be used by threat actors to enhance and automate 
a number of pre-ransomware activities. This is particularly useful for aspiring initial 

access brokers (IABs) and ransomware affiliates who may not be fluent in English. 
ChatGPT appears to significantly lower the entry barriers for threat actors with limited 
programming skills and technical expertise. With just elementary hacking skills, users 

can more effectively develop and distribute info stealing malware, remote access 

trojans (RATs), botnet tools, payloaders, droppers, command and control (C2) servers, 
and single-extortion ransomware variants that do not involve data exfiltration.

However, once the pre-ransomware activity is complete, the next phases in the 

ransomware attack chain require sophisticated cyber know-how, even with the 

assistance of AI. Developing ransomware variants is a complex and technical process 
that requires high levels of expertise and sophistication in programming and software 

development. 

One of the primary challenges of developing ransomware is creating a program that 

can evade detection by antivirus software and other security measures, requiring 

the implementation of advanced methods such as code obfuscation, encryption, 

cryptographic algorithms and polymorphism. After gaining access, the ransomware 

payload must still be carefully crafted and customized for the target environment.

If the threat actor’s ransomware demand is paid, processing the payment and 

laundering the funds also require high levels of expertise. Laundering cryptocurrency 

is highly complex, involving various techniques such as crypto “tumblers” or “mixers” or 

converting the sum into other digital or fiat currency forms.

We must therefore conclude that while it is theoretically possible for ChatGPT to assist 
cybercriminals with streamlining some of the steps involved in the development of 

ransomware, it is unlikely that the model could develop and execute a ransomware 

attack end-to-end without continuous guidance and carefully worded prompts from an 

advanced threat actor. 

Action Possible Malicious  
Deployment of ChatGPT

Data Identification - Threat 
actors identify the location 
and type of high-value data, 
such as financial records, 
intellectual property, customer 
data, and other valuable 
information that could be 
used for extortion purposes.

Analyze natural language data such as 
emails, chat logs, and other text-based 
data sources to identify mentions of 
sensitive information or valuable targets 
and recognize specific types of data such 
as credit card numbers and social security 
numbers etc. This would enable it to more 
effectively identify and flag potential high-
value targets for further investigation.

System Profiling - Identify 
targets for encryption, often 
using techniques such as 
network mapping, port 
scanning, or fingerprinting to 
gain an understanding of the 
network’s topology.

Analyze network traffic and system logs 
to identify patterns of activity that could 
indicate the presence of valuable data 
or targets, identify devices connected to 
the network, and identify open ports and 
vulnerabilities.

Reconnaissance: 
Once the 
attacker has 
gained access 
and established 
persistence, 
they will typically 
conduct 
reconnaissance 
to identify the 
most valuable 
data and targets 
for exfiltration 
and encryption 
within the 
compromised 
system
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ChatGPT & the Execution of a Ransomware Attack

The table below details activities involved in the weaponization and execution of  

a ransomware attack and how ChatGPT could be used by threat actors to undertake 
each stage. 

Action
Possible Malicious  

Deployment of ChatGPT

Exfiltration via C2 Channel 
- Threat actors develop a 
communications channel 
between the compromised 
system and the attacker’s 
server, known as a command-
and-control (C2) server, to 
exfiltrate large quantities  
of data. 

Create custom scripts to establish and 
maintain a secure C2 configured to 
maximize the speed and efficiency of data 
transfer, the creation of fake traffic to mask 
the exfiltration activity, and use obfuscation 
techniques to hide the C2 communication.

Exfiltration via Web Service 
- This involves establishing 
communication with an 
attacker-controlled web 
server, compressing data, 
transmitting it over the web 
connection to the attacker’s 
server.

Generate custom scripts to carry out 
exfiltration via the web server, automating 
the process, scheduling data exfiltration to 
occur during off-peak hours to minimize 
the impact on system performance, and 
automatically adjusting the exfiltration 
rate to avoid triggering intrusion detection 
systems.

Data 
Exfiltration - 
After identifying 
high-value 
targets, attackers 
will exfiltrate 
gigabytes of data 
to leverage for 
double-extortion 
attacks, involving 
the threat of 
data leaks if the 
ransom sum  
is not paid. 

Activities involved in the weaponization and execution of  
a ransomware attack
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Action
Possible Malicious  

Deployment of ChatGPT

Ransomware Development - 
Effective malware scripts are 
developed with advanced 
encryption algorithms, 
incorporating complex 
cryptography and effective 
obfuscation techniques. To 
be successful, ransomware 
variants must be continuously 
updated and refined to 
evade detection and ensure 
execution.

Guided and prompted by advanced 
threat actors with significant knowledge 
of the tactics, techniques, and procedures 
involved in ransomware attacks, ChatGPT 
could be used to suggest effective ways to 
adapt the ransomware payload based on 
the attacker’s desired objectives and target 
environment.

Configuration +  
Customization -  
The ransomware payload 
is packaged based on the 
attacker’s desired objectives 
and target environment, 
including the specific files 
& data for encryption, 
the ransom note and 
communication methods.

With the right guidance and prompts 
ChatGPT could modify the payload to 
target specific file types, add encryption 
algorithms or obfuscation techniques and 
alter the payload’s behavior to make it 
difficult to detect. ChatGPT may also be 
used to generate ransom notes in any 
language and facilitate communication 
with the target, emulating human 
conversation.

Execution & Encryption -  
The target system is 
encrypted, rendering it 
inaccessible and unusable 
without the correct decryption 
key, which the attacker 
holds and will only provide 
in exchange for a ransom 
payment.

By inputting large datasets of encryption 
algorithms and their associated strengths 
and weaknesses into the model, ChatGPT 
could generate insights to develop new 
algorithms with improved security features 
and identify patterns and potential 
vulnerabilities in the encryption algorithm. 
Note: any application of ChatGPT’s 
capabilities would require significant 
resources and guidance from users with 
high-level expertise.

Ransomware 
Development, 
Weaponization 
& Delivery - 
Developing and 
maintaining 
the malware 
variant and 
infrastructure for 
its deployment, 
preparing and 
customizing the 
ransomware 
to deliver and 
execute it on the 
target system.
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IAB markets 

As previously mentioned, the first phase in a ransomware attack is the 
establishment of an initial foothold into the target’s network. This is one 

of the most arduous and time-consuming components of the attack 

chain, requiring significant time, energy, and resources to:

• Evade a network’s outer defenses successfully

• Infiltrate vulnerable entry vectors

• Extend access through lateral movement and privilege escalation

• Gain access to the entire enterprise system

Initial access brokers (IABs) play a critical role in the ransomware ecosystem, freeing 
ransomware operators from the arduous preliminary phase of initial access, and 

equipping less-sophisticated ransomware affiliates with the first steps into their  
targeted system. 

Over the past several years, initial access brokers have capitalized upon skyrocketing 

demand for outsourced access, creating a lucrative new market within the underground 

economy. For a fee, cybercriminals can purchase an initial foothold into their target 

network via compromised endpoints, corporate logins, web shells, CPanels, or various 
remote protocols such as RDP and FTP. From this beachhead, threat actors can deploy 
ransomware, siphon system resources, harvest confidential information, and assume 
control of logged-in financial accounts. 

There are two broad market categories of access-for-sale on the cybercriminal 

underground: initial access brokers (IABs), auctioning access to enterprise networks for 
hundreds to thousands of dollars, and wholesale access markets (WAMs), selling access 
to compromised endpoints for around $10. In 2021, inventory in these markets  

was booming - with over 4.5 million access vectors sold throughout the year. 2022  

was no different, with approximately 10.3 million initial access vectors sold on a single  

market alone.

The democratization of access to AI models like ChatGPT, combined with the growing 
demand for access to corporate networks, could result in more actors turning to initial 

access brokering as a means of generating revenue, driving an increase in the number 

of listings for sale in underground markets. 

In turn, as the number of brokers grows and the supply of access-for-sale listings 

proliferate, we may very well observe a drop in price for compromised access 

credentials - making them more readily available and affordable for all.

Now, more than ever before, 

organizations  

need to monitor 

cybercriminal activity 

across the underground, 

detecting emerging threats 

and new attack vectors to 

preemptively defend against 

attacks before they can be 

weaponized.

However, threat 

intelligence on its own 

can be overwhelming - 

unscoped and unfiltered for 
organizational relevancy, 

the sheer volume of data 

is difficult to manage, 
delaying the detection 

and remediation of cyber 

incidents. For CTI to be 

effective, it must be refined.

Combining attack surface 

management (to gain 

complete visibility into 

an organization’s attack 

surface) with CTI, eliminates 

blind spots and enables 

security teams to focus on 

emerging threats targeting 

their business.
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Vulnerabilities and Exploits (CVEs)

One of the primary techniques employed by cybercriminals to gain initial access 

into their target system is through the exploitation of vulnerabilities in networked 

programs, services, or software. Amid the proliferation of attack surface vectors 

as a result of rapid digital expansion, vulnerability exposures have become a 

significant focus for security teams - and rightly so. According to CISAs Catalog of 
Known Exploited Vulnerabilities, there was a 44% rise in the total number of exploited 
vulnerabilities between 2021 and 2022. 

Cybersixgill’s DVE Intelligence 

solution combines automation, 

advanced analytics and rich 

vulnerability exploit intelligence 

to dramatically reduce the risk 

and cost of manual vulnerability 

management processes. Our 

solution often alerts teams to 

high-risk CVEs that are most 

likely to be exploited by threat 

actors well before the NVD has 

assigned it a CVSS score, helping 

them to effectively prioritize 

remediation activities and 

reduce their risk exposure.
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Highest-Risk CVEs by Month

Month CVE Affected product DVE Score

January CVE-2021-41773 Apache HTTP Server 10

February CVE-2021-44228 Apache Log4J 10

March CVE-2022-0847 Linux kernel 10

April CVE-2022-26809 Microsoft Windows 10

May CVE-2022-1388 F5 BIG-IP 10

June CVE-2022-1096 Google Chrome 10

July CVE-2022-1364 Google Chrome 10

August CVE-2022-30190 Microsoft Windows 10

September CVE-2022-2856 Google Chrome 9.92

October CVE-2022-40684 Fortinet FortiOS 10

November CVE-2022-3602 OpenSSL 9.98

December CVE-2022-41622 F5 BIG-IP 9.32

While this year (thankfully) didn’t experience anything on the scale of Log4J, 2021’s 
headline vulnerability still garnered attention on the underground. Many other 
vulnerabilities scored a perfect 10 on our DVE Intelligence score throughout the 
year. The common thread between them is that they were all in popular products, 

including operating systems, browsers, and networking devices and protocols. 

Cybersixgill’s DVE score indicates 

the likelihood a vulnerability will 

be exploited over the next 90 

days, hours after the CVE is first 
published. Unlike CVSS, this score 

is continually updated in real-

time in response to the threat 

intelligence we gather from the 

clear, deep and dark web.
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Ransomware as a service 

Outsourcing expertise on the underground is increasingly common. 

Many threat actors have specialized skills in particular attack tactics 
and techniques or for a specific stage in the cyber attack chain. In 
the cybercrime enterprise, collaboration is key and across the thriving 

marketplaces of the underground, threat actors monetize their 

expertise, selling prepackaged, off-the-shelf kits and as-a-service 

offerings.

The as-a-service business model has grown enormously popular in recent years, 

making it possible to commercialize cybercriminal expertise and scale operations. By 

purchasing the services, infrastructures, or tools of highly-sophisticated hackers, threat 

actors can outsource the groundwork required to launch a successful cyberattack with 

very little effort. Gone are the days of hoodie-donning lone-wolf hackers. Cybercrime 

today is highly professionalized, strategic, and collaborative - operating in many ways 

like any other legitimate business.

This is especially true for established groups in the ransomware space. In February 

2022, hundreds of thousands of internal chat messages sent between members of the 

notorious ransomware gang Conti were leaked by a white-hat Ukrainian researcher 

on Twitter. This leak provided critical insight into their inner workings, showing that 

Conti operates - and is organized - like a regular tech company, with salaried workers, 

performance reviews, referral programs, and even “employee of the month” bonuses. 

Conti’s ‘executive management’ branch divided operational responsibilities across 

clearly defined business units - each with budgets, staff schedules, sprints, and 
objectives. Functions included a dedicated HR team tasked with recruiting and 

onboarding talent with specific skill sets; an R&D department with coders, testers, 
developers and reverse engineers; a business development unit with scouters to identify 

relevant targets and negotiators to coordinate ransom payments; a finance department 
to handle transactions and launder ransom profits; and a partnerships/affiliate 
management arm to coordinate the sale of Conti’s technology in exchange for a share 

of the ransom payout.

https://www.wsj.com/articles/trickbot-pro-russia-hacking-gang-documents-ukrainian-leaker-conti-11648480564
https://www.cbsnews.com/news/ransomware-war-conti-revil-hellokitty/
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This affiliate program is the centerpiece of the Ransomware-as-a-Service (RaaS) 
business model. While a valuable case study for RaaS on the underground, the since 

disbanded Conti enterprise was by no means the first - and certainly not the last - 
cybercriminal gang to franchise their ransomware technology via external affiliates. To 
threat actors, the RaaS model acts as an extended cybercriminal supply chain, allowing 

ransomware developers to scale operations by licensing their advanced technology 

to a network of lesser-skilled affiliates for distribution. With this approach, those at the 
top of the chain can focus on improving their ransomware while their affiliates manage 
distribution - reducing their risk of exposure while generating more revenue. 

Ransomware-as-a-Service has made the extortion business accessible and profitable 
to a larger pool of cybercriminals, democratizing access to high-quality malware and 

infrastructure previously reserved for only the most sophisticated threat actors. RaaS, 

paired with the rapidly increasing supply of access for sale on IAB markets, have acted 

as a mutual force multiplier for ransomware - as such, we have seen a rising number of 

attacks year over year.

Every connected asset 

within an organization’s 

sprawling attack surface 

presents cybercriminals 

with a potential entry 

point for attack. Attack 

Surface Management is one 

method organizations are 

now deploying to mitigate 

and reduce their risk to 

ransomware by automating 

and streamlining the 

discovery of known and 

unknown assets that could 

expose their organization 

to risk.
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Ransomware trends 

In 2022, the total number of ransomware attacks posted on dedicated 

leak sites increased by 18.9%, from 4,034 in 2021 to 4,798 in 2022. While 

substantial, this constitutes a relatively minor increase in comparison 

to 2021, when attacks increased by 116%, from 1,509 in 2020 to 3,264. As 

reported in our research paper published last year, almost 20% of the 

3,264 attacks in 2021 appear to have originated from compromised 

access sold in initial access broker markets - suggesting that 

the emergence of these markets does indeed correlate with the 

multiplication of successful ransomware attacks.

2021 2022
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In 2022 the largest three ransomware groups (REvil, Lockbit and ALPHV) accounted for 
55% of all ransomware attacks, which is a significant increase from the 39% accounted 
for by the largest three groups in 2021. 

If the barriers to cybercrime are indeed collapsing, we would expect to see an increase 

in ransomware attacks and diversification in the groups launching attacks. Overtly, the 
data collected points to market consolidation, however we suspect that this is merely an 

illusion created by the democratization of ransomware tools and technology. 

Attacks are attributed to groups according to the ransomware variant used and the 

association of the Dedicated Leak Site - the very technology and infrastructure  
leased out to RaaS affiliates. The proliferation of RaaS platforms is lowering the  
technical barriers of entry, equipping less sophisticated threat actors with access  

to advanced, pre-built, customizable malware from established ransomware groups  

to launch attacks. 

This means that an attack launched by a low-level ransomware affiliate - potentially 
through an access vector purchased on IAB markets - may be wrongly attributed to 

a notorious RaaS operator, skewing the data. To deduce consolidation fails to take a 

critical fact into consideration that REvil, Lockbit and ALPHV all provide RaaS offerings.
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Summary

In 2022, Ransomware-as-a-Service (RaaS) and the underground economy for initial 
access brokers served as mutual force multipliers, lowering the barriers of entry to 

cybercrime and equipping less sophisticated actors with the pre-built tools they 

need to launch successful attacks. The introduction and democratization of access 

to AI models like ChatGPT threatens to erode what is remaining of these barriers of 
entry entirely.

Looking ahead to 2023 and beyond, with the combined effect of RaaS, IAB and AI, 

we may very well see a dramatic rise in the number and intensity of successful 

cyberattacks. As these technologies continue to mature and evolve, cybercriminals 

are sure to find novel techniques to leverage them for malicious purposes - 
developing and deploying increasingly sophisticated, automated attacks that can 

evade detection by traditional security measures. Given time, it is possible that AI-

enabled cybercrime will become the norm, rather than the exception. 

To counter these emerging threats, automation must be countered with automation. 

Organizations can no-longer rely on outdated tools and manual processes to 

defend against AI-enabled attacks by cybercriminal adversaries. Proactive attack 
surface management strategies informed by real-time cyber threat intelligence 

(CTI) from the deep, dark, and clear web will become even more critical in 2023  
and beyond. 
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